Chapter 3. Study Questions and Answers. 

1. Describe the basic functioning of an integrate-and-fire neuron.

See: Section 1.1. 

This classical neuron accepts input from other nerve cells in its dendritic branches, evoking graded membrane potentials. That is, the voltages across the dendritic membranes can have continuous values. These graded potentials add up and, if the total voltage during a brief time interval exceeds about     50mV, they trigger a fast traveling spike or “action potential” in the axon of the nerve cell (see Figures 3.3 and 3.5). 

The spike travels from near the cell body to the end points of the axon, called the axon terminals. There a neurochemical is released to diffuse across a very small synaptic gap. It then triggers a postsynaptic potential in the next neuron. 

Suggestion: Draw Figure 3.3. 
2. What is an action potential and what is its basic role in signal processing between neurons?

 Action potentials (spikes) travel along axons through the exchange of positive and negative ions across the membrane. In Figure 3.5, region 2 is undergoing depolarization, while region 3 has already generated the action potential and is now hyperpolarized. The action potential will propagate further by depolarizing region 1.

3. What is the difference between excitatory and inhibitory synapses?

Classical neurons are connected by way of synapses,which can be excitatory or inhibitory. Thus, the probability that the next neuron will fire a spike can be either increased or decreased, depending upon the type of neurotransmitter that diffuses across the synaptic gap. 

Glutamate, the most common neurotransmitter in the brain, is known to be excitatory. GABA (gamma-amino butyric acid) is the most common inhibitory neurotransmitter. 
4. What role do artificial neural nets (ANNs) play in understanding how the brain works?  (Give some examples). 

See Section 4.0.

A neural net can be considered as a line graph with nodes (connection points) and links. The study of artificial neural nets is often called connectionism. A great variety of ANN’s have now been studied, and nervous systems seem to make use of similar structures. 

In Figure 3.32 a simple network is useful for classifying input patterns. In this case, there are two-way connections vertically, with lateral inhibition in each layer of the network. This is sometimes called a ‘local’ network, because it does not involve learned strengthening of connection links. 

Figure 3.33 shows a classical three-layer feedforward network with a hidden layer and adjustable weights. This network can learn efficiently when its output is compared to a wanted output pattern, and the network links (weights) are systematically adjusted to come closer and closer to the set goal. This process is called ‘back-propagation’, and is much like the negative feedback loops that can we find in thermostats.  

Figure 3.34 shows a self-organizing auto-association net, in which the output is led to match the input. That is a useful strategy for recognizing patterns like the sound of a familiar voice. 

5. What is lateral inhibition and how does it relate to perception? 

In neural arrays, neighboring neurons can inhibit each other in the same (lateral) layer. Lateral inhibition is a widely used biological strategy for emphasizing differences between inputs, like two patches of light and dark in a visual scene. Cells in sensory systems have receptive fields that are attuned to specific types of input, such as line orientation, color, movement, shape, and object identity. Each of these features may stand out more if they are inhibited by neighboring neurons that do not have that feature. 
In the retina, neighboring cells can inhibit each other, so that a tiny point of light on one cell will tend to stand out in contrast to the adjacent ones. In touch, neighboring cells in the skin also use lateral inhibition. At higher levels in the brain, similar semantic concepts may have the effect of inhibiting each other, so that concepts like ‘astronomy’ and ‘astrology’ will not be confused. 

6.  Explain how sensory and motor regions can be viewed as hierarchies. 

It is helpful to think of neurons in the cortex as layered hierarchies. Neuronal hierarchies are stacked arrays (layers) of nerve cells. Receptive fields of sensory neurons become larger and more complex as we go up in the visual hierarchy. In Figure 3.1, visual “maps” in the occipital lobe go from simple (V1) to complex representations of the visual world. The motor hierarchy can be viewed as going in the opposite direction, ending up at motor neurons. However, as the diagram indicates, more and more information is exchanged between the two hierarchies in an ongoing perception-action cycle, from a low level (as in listening to one’s own voice speaking) to a very high level of planning, thinking, and anticipating the future.

7. Describe the role that reentrant (two-way) connections play in brain function.

Neurons can form one-way pathways, such as the optic nerve to the visual thalamus (the lateral geniculate nucleus). However, one-way pathways are quite rare. More likely, neurons run in two directions, forming two-directional pathways and networks, in which activity at point A triggers activity at point B, and vice versa. This is often called re-entrant connectivity (Edelman, 1989). (p. 65) 

From Section 2.1   

Re-entrant loops are equivalent to neural networks with two or more layers (Figure 3.11). Edelman (1989) and colleagues have particularly emphasized re-entrant processing as a basic feature of the brain. From this point of view the brain is a vast collection of mutually echoing maps and arrays.

8. What are the key differences between spatial and temporal codes? What roles do they play in brain function?

See Section 3.4, Figure 3.23 
Arrays, maps and hierarchies support spatial coding in neurons. For example the visual thalamus and area V1 (the first visual projection area) can be seen as maps of the retina. Maps  represent spatial arrangements in the world. 

But the brain makes use of temporal coding as well. Figure 3.23 shows an example of a single neuron in the thalamus which shows two different spiking patterns. For example, the auditory nerve performs frequency coding. Every time the eardrum vibrates, three tiny bones in the inner ear transfer mechanical ripples to a fluid, which in turn moves hair cells on the basilar membrane. The hair cells are the auditory receptors, which fire whenever they are mechanically stimulated. Together their axons make up the auditory nerve and, so long as the incoming sound frequency is fairly low, the firing rate of the auditory nerve follows the movements of the eardrum. The auditory nerve therefore shows a simple one-to-one frequency code. It is a temporal code rather than a spatial map of input (see Section 3.5).

9.     We have discussed choice-points in the flow of information in the brain.  Provide an everyday example of how choice-points are at work in sensory processing. 

See Section 3.5

If the brain only had straight highways it would be easy to understand. Instead, it has pathways with many choice-points, in which traffic can flow right or left, or jump a whole level forward or backward. That is the point of the step pyramid in Figure 3.21: it looks like a staircase, but hikers can go up or down, laterally, or in more complex interactive dance patterns (see Figure 3.39). 

How do we know there are choice points in neuronal traffic flow? The anatomical connections indicate as much, but the fact that humans and animals constantly deal with ambiguities is an important source of evidence as well. Most words in natural language have more than one meaning (a fact we rarely notice consciously, but a glance at a good dictionary will show it). In the visual world we also encounter constant ambiguities that we do not bother to make conscious. Thus the brain must constantly deal with choice-points in input and output. 

10. What is expectation-driven processing? Can you give an example of how expectation-driven processing may help us understand our environment? Are there situations where expectation-driven processing may not help us understand our environment?     

 See Section 3.6. 

The brain constantly generates expectations about the world it encounters. Walking downstairs in the dark, we have expectations about every step we take. In dealing with ambiguities like the figures shown here, we constantly make predictions about which of two perceptual interpretations is the best one. Most words in English are ambiguous, so that even as you are reading this sentence you are resolving ambiguities. The brain is driven by more than just input; it has many ways of biasing choice-points by means of predictions and expectations. 

11.  How do neurons ‘learn’? Briefly describe the key aspects of Hebbian learning and the neural processes that underlie them.

Hebbian cell assemblies: when neurons combine by triggering other neurons, the resulting pattern of activity may be stable or unstable. Unstable patterns tend to die out, while stable patterns remain for some period of time. Such stable patterns are often called cell assemblies, and the term ‘cell assembly’ is often attributed to Donald O. Hebb (Hebb, 1949). Hebbian cell assemblies may involve neighboring cells, or they may involve cells that are far away from each other. In the brain, transient connections are thought to be mainly electrochemical, while more lasting ones are thought to require protein synthesis.

Section 4.1 

Donald Hebb proposed, in 1949, that assemblies of spiking cells could learn an input pattern by strengthening the connections between cells that fire at the same time. This idea is captured in the slogan that ‘neurons that fire together, wire together’. The key idea in Hebbian learning is that more efficient synaptic connections are the physical substrate of learning and memory. 

12.  What are the layers that make up a classical back-propagation network? What are some roles that back-propagation may play in learning?  

See Figure 3.33. 

A classical three-layer feedforward network with a hidden layer and adjustable weights. This network can learn efficiently when its output is compared to a wanted output pattern, and the network weights are gradually adjusted to come closer and closer to the set goal. This process is called ‘back-propagation’, and is much like a negative feedback loop, the kind that we find in thermostats. This kind of network is used quite often today in practical applications.
13.  What is Neural Darwinism and what aspects of brain processes does it relate to?

Section 4.2.

The neuroscientist Gerald Edelman has proposed that the brain is a massive selectionist organ. Edelman’s theory is called Neural Darwinism, since it suggests that neurons develop and make connections following Darwinian principles. In biological evolution, species adapt by reproduction, by mutations leading to diverse forms, and selection among the resulting repertoire of slightly different organisms. Over long stretches of time this weeding process yields species that are very well adapted to their niches. 

According to Edelman (1989), the brain has two stages of selectionist adaptation. The first begins soon after conception, when the first neurons are born, multiply, differentiate, and are selected if they fit their local niches. The outcome of this stage is a collection of neurons that looks like a brain. The second, overlapping stage, begins when neuronal connections are made. Adaptive connections tend to survive while others die out. A kind of Darwinian selection therefore operates both developmentally and as a result of learning (Figure 3.36). 

Two-way connections between neuronal maps allow for re-entrant (two-directional) processing. 

14.  What is functional redundancy and what role might it play in brain processes? 

 See Section 5.1.  

When engineers build airplanes, they always introduce functional redundancy into their designs, so that there is a backup for critical functions that go wrong. If one jet engine fails, most aircraft are designed to fly  using the remaining ones. Humans and animals also evolved with functional redundancy in all their organ systems – we have two lungs, two sides of the heart, and so on. The brain is no exception. Even the loss of the speaking half of cortex can be overcome, if it occurs early in childhood. The brain can often keep working, even in the face of some damage. 

