Chapter 10 Study Questions and Answers. 

1. We discuss the huge amount of overlap in brain areas that are active during tasks that engage working memory, attention, episodic recall, and conscious perception. Why does this overlap occur? Does it mean that these psychological constructs are not separable?

Experimental tasks for working memory also engage longterm memory, attention, conscious perception, recall, language, voluntary control, and so on. While experiments are carefully designed to distinguish between different aspects of any given task, there may be inherent overlap in both the functions and the brain regions involved. 

2. Give an example of “chunking” in an expert task. Why is chunking necessary in the human brain?

The vocabulary of natural language consists of words that capture a great deal of meaning, like “brain,” “mother,” and so on. Chess players chunk common chess positions, so that they only need to remember a well-known chunk rather than memorize each piece and its position for every step of the game. There are many other chunking strategies we use in everyday life. 

3. What aspects of problem solving does the Towers of Hanoi task tap? 

Although the Towers of Hanoi is an artificial puzzle, it resembles real-life problem-solving in basic ways, such as having a starting state, a goal state, and a branching tree structure of steps going from one to the other. 

4. Another task, the Wisconsin Card Sorting Task is typically used when studying executive control of problem solving. What does this Task actually measure and how does that relate to problem solving abilities?

People who have difficulty with executive control often get “stuck” in a pattern that does not get them to the goal. The Wisconsin Card Sorting Tasks presents misleading card symbols, and then requires subjects to “get unstuck,” by understanding that a different interpretation may get them to the goal. 

5. What brain area is thought to monitor errors and conflicts? What other brain areas is it connected to?

Prefrontal cortex is believed to be involved with “metacognitive” functions, the ability to think about our own cognitive processes. Detecting one’s own errors is one important metacognitive process that is believed to involve prefrontal regions, which are very widely connected to other parts of the cortex and subcortex. 

6. What is the ‘n-back’ task and what cognitive abilities does it measure?

The ‘n-back” task requires subjects to remember a sequence of slides, so as to go back “n” slides when they are asked to do so. Remembering 1 slide back is relatively easy, but the task becomes very difficult very quickly as n goes from 1 to 4. The subjective sense of mental effort rises very quickly, and performance declines. Larger regions of cortex are recruited to the task as a function of n. 

7. What are some current theories of how knowledge is stored in the brain?  How does it appear to be organized?

Semantic concepts seem associated with the temporal lobe. More generic concepts are believed to be encoded posterior to unique concepts in the left lateral temporal lobe. Biological motion – the rather sinuous movements of animals – is located near area MT (the visual motion region), while human-made artifacts and instruments seem to activate a slightly different part of the occipitaltemporal area. There is independent evidence that tools may also activate regions close to somatosensory and motor cortex. 

This supports the general theme of sophisticated and biologically recent semantic capacities making use of long-established brain regions adapted to dealing with the sensorimotor world.

We seem to have a network of perceptual, cognitive and motoric knowledge about chairs and their uses. Such networks can be accessed by prototypical pictures of chairs (Figure 10.21). Humans have a preference for such prototypical images, but they are not accurate depictions of all the chairs we have ever known (Rosch, 1975; Barsalou, 1999). Barsalou (1999, 2005) has suggested that humans have a strong perceptual bias, even in dealing with abstract categories. 

4.4 Knowledge comes in networks

Mental representations, including words, visual images and concepts, should be viewed in terms of elaborate networks of knowledge. Scientific theories are semantic networks, not just labeled collections of observations. In brain imaging we do not see abstract classes of objects. Ideas appear to be represented in the cortex in terms of complex webs of learned connectivities, rather than localized filing systems with neatly arranged conceptual categories. 

8. What has the case study of patient EW taught us about knowledge representation?

Patient EW demonstrates how remarkably specific abstract category deficits for categories like “animals” can be. This

patient presented with a disproportionate semantic impairment for the category ‘animals’ compared with other categories. On subsets of the Snodgrass and Vanderwart picture set matched jointly for familiarity and frequency, and for visual complexity and familiarity, EW was disproportionately impaired at naming animals compared with naming nonanimals (Table I). This indicates that EW’s category-specific deficit for picture naming cannot be attributed to uncontrolled stimulus variables.  EW’s naming deficity was restricted to the category ‘animals’ and did not extend to the other living things such as ‘fruit/vegetables’, for which performance was at ceiling.

EW does not have a general deficit for processing visually complex stimuli and suggest that the impairment for object reality decision for animals is categorically based.

9. Implicit thinking appears to play a central role on human thinking and problem solving. Provide an everyday example of implicit thinking. 

5.0 IMPLICIT THINKING

Completion of expected sequences is one example of implicit problem-solving. We do not tell ourselves consciously to listen until a melody comes to a resolution. But once a melody starts, we may feel the need to do so. The goal is implicit or unconscious, like the rules of harmony and melody. Few people can explain those basic rules, but they have powerful effects nevertheless. 

For another example, in driving a car we may be ‘on automatic’ much of the time, because of the routine and predictable nature of the task. But when traffic becomes dense and unpredictable, when the car tire springs a leak, or when someone is distracting us by talking, executive control of driving may be more needed. Thus, there may be a flexible tradeoff between more controlled and more automatic aspects of the act of driving. The same principles may apply to other kinds of problem-solving.

10. What is a ‘tip of the tongue’ state? Have you experienced it? 

(Section 5.10, Feelings of knowing.) 

It is easy to induce a tip-of-the-tongue state. All we need to do is provide people with definitions of fairly rare but known words, and ask them if they feel they almost have the answer, but not quite. Effective questions might include ‘what is the name of a vegetarian dinosaur?’ or ‘what are two words for the technology for making artificial limbs?’ Such subjectively vague but reportable events have

been found to guide intuitive problem-solving, including verbal and pictorial problems (Bowers et al., 1990), promote persistence in memory search during tip-of-the- tongue states (Brown and MacNeill, 1966), guide memory retrieval and persistence (Metcalfe, 1986), and influence judgment tasks and decision-making (Yzerbyt et al., 1998). The tip-of-the-tongue state, which can be easily induced, showed high activity in prefontal regions, the same cortical areas that are associated with persistence in problem-solving (Duncan and Owen, 2000) (Figure 10.30).

