Chapter 7 Study Questions with solutions

1. Provide an example of a limited capacity aspect of the auditory system? Of a large-capacity aspect?

Limited capacity of the auditory system:  trying to listen to two different speech streams coming in to the left and right ears is a very difficult task: we can typically only repeat – or shadow – the spoken words coming in to one ear at a time. Thus, w can selectively listen to just one of the streams. A large capacity aspect of the auditory system is the ability to learn new sounds, or auditory objects (such as spoken words). It is estimated that an average adult’s vocabulary contains more than 100,000 words (see page 185).

2. Three timescales are believed to be critical for auditory processing. What are they and what aspects of sounds to they relate to?
Three timescales are critical for auditory processing, and are especially vital for speech perception: 20, 200, and 2000 milliseconds (ms, a millisecond is 1/1000 second) (see page 185-186 and Figure 7.2).  Twenty milliseconds is the timescale that is critical for distinguishing between consonants such as ‘b’ and ‘p’. Two hundred milliseconds is the timescale that is key for decoding information at the level of a syllable, such as syllabic stress. Two thousand milliseconds is the timescale that is central to understanding intonation patterns at the sentence level. Being able to effectively decode sound information on all three of these timescales is critical for accurately decoding the complex speech signal. 

3. What are the basic physical features and psychological dimensions of sound? 

The basic physical features of sounds are amplitude (or displacement caused by the vibration), frequency (in cycles per second, or hertz (Hz)), and time. Amplitude and frequency correspond to the psychological dimensions of loudness and pitch, however they are quite distinct. The perceived loudness or pitch of a sound varies tremendously across listeners depending on their personal experiences, training, and their individual hearing systems. Thus while the physical features of a sound may be carefully controlled, the resulting perceived sound experienced by listeners may vary widely.

4. What are the main parts of the auditory system and what are their roles in perception?

The main parts of the auditory system are the peripheral system consisting of the external, middle, and inner ear, the ascending auditory pathways, the descending auditory pathways, and auditory cortex. The peripheral system is the first stage for decoding incoming sounds and sending the information onward via the ascending pathways to cortex, however it also interacts extensively with the descending auditory pathways: this is not a one-way path. The ascending pathways transmit sound information from the periphery to auditory cortex. This is not a simple delivery system: there are many stages and computational processes that occur along the way. The ascending pathway extends from the auditory periphery, through the auditory brainstem and subcortical sites such as the thalamus, and then on to auditory cortex. The descending pathways extend from cortical and subcortical sites back to the hair cells in the cochlea in the auditory periphery.

5. What is the central role of the ascending auditory pathway?

The ascending auditory pathways transmit information from the periphery, through subcortical loci, and on to auditory cortex. Along the way, there are many computational stages and the information from the two ears is combined. A key function of the ascending pathways is to evaluate the information from the two ears in order to localize sounds in space (see pages 191-192 and Figure 7.8, for more discussion on sound localization, see pages 199-201 and Figures 7.16 and 7.17). 

6. What is a key role of the descending auditory pathway?

The descending auditory pathways transmit information from cortical and subcortical loci back to the auditory periphery (see page 192 and Figure 7.8). While not much is known about the descending pathways in human, it is thought that a key function of these pathways is to provide ‘top-down’ information that aids in selective attention and other auditory processes. An everyday example of the role of the descending pathways in sound processing is when you are in a complex listening environment – a lecture hall – and must focus on the lecturer at the front of the hall and ignore the sounds immediately surrounding you. The descending auditory pathways are under direct and indirect cortical control and this control is extended all the way to the hair cells of the cochlea. 

7. What anatomical structure in cortex corresponds to area A1, the primary auditory cortex?

In humans, primary auditory cortex (A1) is located within Heschl’s gyrus (see page 194). Typically, A1 comprises only a portion (one- to two-thirds) of the medial aspect of Heschl’s gyrus. There is significant variability in the anatomy of Heschl’s gyrus both in the two hemispheres and across individuals. Heschl’s gyrus is typically located somewhat anterior (~6mm) in the right hemisphere as compared to the left, and some individuals have more than one Heschl’s gyrus, usually in the right hemisphere (see Figure 7.11.) 

8. Describe the difference between a broadly tuned neuron and a narrowly tuned neuron in auditory cortex. How do their roles differ? 

The ‘tuning’ of a neuron refers to its receptive field and corresponding response properties (see pages 195-196). An example of a broadly tuned neuron is shown in the upper panel of Figure 7.13 on page 196: this neuron responds to sounds across a wide range of intensities and across a fairly broad range of auditory ‘space’ from the contralateral ear. This neuron may not provide detailed information regarding just where a sound is located in space or precisely how loud it is, however this neuron will be highly sensitive to detecting any sound within a large loudness scale coming from the contralateral ear. Thus this broadly tuned neuron is important for the detection of the presence of a new sound and will provide general information about which ear the sound is coming from.

A narrowly tuned neuron is shown in the lower panel of Figure 7.13: it responds more selectively to sounds within an intensity range of 30-60 dB and preferentially to sounds coming from a region at the ipsilateral ear, a much more specific region in auditory space than the broadly tuned neuron mentioned above. The narrowly tuned neuron provides more specific information regarding where a sound is coming from: not just which ear, but where in space within a given ear, as well as more specific information about how loud the sound is. Thus, this narrowly tuned neuron is important for the discrimination of finer details about a sound.

9. What are some proposed roles for the region called the planum temporale in auditory processing?   

The role of the planum temporale in human auditory processing has not been elucidated at this time. One hypothesis presented is that it serves as a ‘computational’ hub or nexus for sound processing, with connections or outputs to brain areas for semantic processing (‘what’ auditory processing stream) and to brain areas for spatial processing (‘where’ auditory processing stream) (see pages 197-199 and Figure 7.15). Another viewpoint is presented in the auditory language model shown on page 215 and in Figure 7.35). 

10. Briefly describe some differences between the “what” and “where” processing streams. Where are they proposed to be located in the brain?

The ‘where’ processing stream is thought to support processing of the location of sound and auditory objects while the ‘what’ processing stream is thought to support object recognition processes (see pages 206-207 and Figures 7.22 and 7.23).  The dorsal ‘where’ processing stream is hypothesized to include auditory regions within the supratemporal plane and the posterior Superior temporal gyrus (pSTG), as well as parietal and frontal regions in the superior portion of cortex. The ventral ‘what’ stream is hypothesized to include auditory regions within the supratemporal plane and pSTG, as well as temporal regions in the middle and inferior temporal lobes, and frontal lobe regions. The investigation of auditory processing streams is ongoing, however, and there is no general agreement as to the specific functions or locations of these ‘where’ and ‘what’ streams: in fact, it has been proposed that there are also ‘who’ and ‘how’ processing streams. 

11. What are the two main cues for sound localization and how to they differ?

The two main cues for sound localization are interaural time differences, which refers to the difference in time it takes for a sound to reach the right ear versus the left, and interaural level differences, which refers to the difference in intensity in sounds when they reach the right ear versus the left ear (see pages 199-201 and Figures 7.16 and 7.17). The general idea behind the interaural differences is that a sound that is on your right side will reach your right ear very shortly before it reaches your left ear, and it is will be slightly louder in your right ear as compared to your left. While these time and level differences are minute, they form the basis for sound localization processes. See also pages 191-192 and Figure 7.8 for a discussion of the ascending pathways role in sound localization,

12. What regions in the brain might underlie auditory object recognition?

While the regions that underlie auditory object recognition are still being elucidated, current neuroimaging evidence indicates that regions in the Superior temporal sulcus and the middle temporal gyrus are implicated as auditory object areas (see pages 202-204 and Figure 7.20.  

13. What are some basic units of analysis for speech perception?

The basic units or primitives of speech perception are not known at present: while the phoneme, such as /b/, seems intuitively to be a likely candidate for a speech primitive, the ‘lack of invariance’ problem argues against the phoneme as the basic unit for speech perception. Since the physical signal for /b/ varies depending on the following vowel, for example, there is no case of an invariant /b/. This has raised the suggestion that information at the level of the syllable is likely to be the basic unit for speech. Complicating matters further, there is important information that is carried at the sentence level, as well as at the syllable and phoneme levels. It may be the case that there are multiple scales of basic units – and time -- for speech perception, with differing but highly interactive computational processes engaged during speech perception (see page 211, and also refer to page 185 and Figure 7.2 for a discussion of the timescales that critical for speech perception). 

14. Compare the 19th century neurological model of speech perception and production with a present-day model. How do they differ? In what ways are they similar?  

The 19th century neurological model of speech perception and production hypothesized that Wernicke’s area in the temporal lobe was specialized for speech perception and Broca’s area in the frontal lobe was specialized for speech production (see pages 213-215 and Figure 7.33). Present-day models differ from this view in several key ways: first, while most 19th and 20th century scientists held the view that language processing was predominantly supported by the left hemisphere, there is emerging evidence that the right hemisphere is involved in speech perception. Neuroimaging studies have shed new light on the role of Broca’s area in semantic and syntactic processing. Finally, it is likely the case that there is less specialization and more highly interactive networks that support speech perception and production processing. The 21st century model of speech perception and production is still being elucidated and new findings are reported continuously. However, it is important to keep in mind that the basic proposals put forth by 19th century neurologists remain in large part unchanged, with recent neuroimaging studies mostly supporting the general views proposed in the late 1800’s.  

15. What have new brain imaging techniques told us about audition?  Describe an experiment that could not conducted without the use of neuroimaging tools.  

New brain imaging techniques have shed light on brain function during anesthesia and sleep, as well as brain regions that support imagining a sound as compared to actually hearing a sound. These types of studies are providing new and important information about auditory processes that has been difficult or impossible to obtain using behavioral or clinical methods. An example of a study that could be studied with neuroimaging tools is to compare brain activation during varying sleep stages and under conditions of quiet versus noise.   
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