Chapter 2. Study Questions and Answers. 

1. Provide examples of the ‘outer senses’. Where are the outer senses processed in the brain? 

The “outer senses” are the sensory systems that receive their information from the external world --- outside of the central nervous system. In addition to the sensory surfaces (retina, skin, auditory basilar membrane, olfactory epithelium, and tongue), the major sensory pathways flow into the bottom of the brain via cranial nerves, which terminate in the posterior half of the cortex, where their input is further processed. 

The “external senses” are contrasted with brain-generated sensory-like events, such as visual imagery, inner speech (verbal rehearsal), social pain (such as guilt or shame), and the like. Musicians, dancers and athletes are among the trained experts who can often generate internal sensory-like experiences with measurable effects on the brain and behavior in their areas of expertise. 

 (Notice that the external senses includes the classical “five” major senses, but also multiple sub-senses within each classical sense. E.g., the somatosensory system includes pain as well as touch receptors and pathways, and vision includes color as well white light receptors and pathways.  

There are also additional  “minor senses,” which monitor such things as blood pressure, body temperature, smooth musculature activities (such as blood vessel and gastrointestinal receptors), circadian light receptors, and much more. 

2. Provide examples of ‘bottom-up’ and ‘top-down’ attention and briefly describe their roles in processing sensory information (what you see, hear, touch, etc.) in our environment.  

From Section 1.0

Sensory activities are flexibly enhanced by selective attention, shown by the two yellow arrows in the figure on page 30. As the diagram shows, attention has a ‘bottom up’ component, to reflect the times when our sensory experience is captured by a flash or a bang, or more subtly by the sight of someone’s face. We can also pay attention to a range of events voluntarily, in a ‘top down’ fashion. That is how we normally call each other’s attention to something interesting. While there continues to be debate about brain regions involved in selective attention, recent evidence shows that cortical regions for visual attention show marked overlap with eye movement control (see Chapter 8).
Section 5.2: Executive and spontaneous attention.

You can decide to pay attention to a single word in this sentence, or the same word could be flashed on and off, so that it tends to compel your attention without executive control. Michael Posner has shown that the executive attention system in the brain involves prefrontal regions, as well as parietal ones, when spatial selection is concerned (Figure 2.22).

The visual ‘pop-out’ effect is a common example of spontaneous attention (Figure 2.23). Some stimuli come to mind without voluntarily controlled visual search. When the same stimuli are embedded in field of similar stimuli, the pop-out effect disappears and voluntary

search becomes necessary.
3. What are the classical components of working memory? 

See Section 2.0.
In the middle column of boxes of the functional diagram (Chapter 2) we have the classical components of working memory. These components have been studied in great depth over three decades. Starting from the top, working memory includes the central executive, which is the subject of much current research. The central executive was first studied in learning tasks. However, as the frontal lobes have become better understood, executive functions have expanded to include supervisory control over all voluntary activities.

Just below the central executive box in the figure on page 30, the diagram shows a working storage element. In the brain, working storage is believed to involve the medial temporal cortex and prefrontal regions. 
Another step down in the diagram are two of the ‘inner senses’, labeled verbal rehearsal and the visuospatial sketchpad. Verbal rehearsal is now thought to be another term for inner speech, the fact that human beings seem to spend most of their waking hours talking to themselves. Inner speech is not just for rehearsing and memorizing information; rather, it keeps a running commentary on our ‘current concerns’, while the vocal tract is inhibited, so that we do not express our inner speech out loud. Inner speech is closely tied to the linguistic and semantic component of the long-term stores, shown at the bottom of the diagram.

The visuospatial sketchpad refers to our ability temporarily to hold visual and spatial information, such as the location of a parked car, or the route from home to a grocery store. Visual imagery is easy to demonstrate, for example by asking people to visualize their front door, and then asking them on which side the doorknob is located. 

Long-term stores are represented by the horizontal row of boxes along the bottom of the figure on page 30. These are the brain stores for autobiographical episodes, various kinds of knowledge, and practiced expertise. Once these memory types are stored, they are not conscious. However, they interact constantly with active functions.
4. Locate the classical components on the functional framework provided at the beginning of Chapter 2.  How do they interact with other aspects of cognition?

Answer: Please draw the figure on page 30, and label the boxes and arrows. 

5. What are the ‘inner senses’ and what are their roles in working memory function? 

See Sections 2.1 and 4.0. 
Visual imagery (sometimes called the ‘visuospatial sketchpad’); inner speech (for silent auditory speaking and listening, sometimes called ‘verbal rehearsal’); internal music (for the motoric and sensory aspects of silent music). Current evidence suggests that the “inner senses” use some of the same regions that are involved in the corresponding external senses. 

6. What is meant by the term ‘central executive’?

Executive functions include supervisory control over all voluntary activities. It is often described by the metaphor of a chief executive officer of an organization. For example, Mateer et al.write:

‘Imagine the role of the executive of a large company, who has overriding control over the company’s actions. This person sets goals, plans and organizes company activity to meet those goals, and decides when to start to do something, when to stop doing it, when to do something else, and when to do nothing at all.’

‘The executive is future directed and goal oriented and, to be effective, must be flexible and adaptive. At a basic level, this is what the prefrontal cortex does for humans.’ (Mateer et al., 2005; italics added)

The word ‘prefrontal’ means the forward part of the frontal lobes. The prefrontal executive regions are located in front of the purple motor regions of the brain (see Figure 2.1). They are marked in light beige and yellow colors, on both the outside and inside views of the hemispheres.

7. What brain areas are believed to be involved in working memory and long-term memory? In visual imagery and spatial planning? 

Section 4.2. The imagery sketchpad may use visual regions of cortex

Can you remember the first time you saw this book? If you can, do any visual images come to mind? Can you bring to mind the place and the way the book looked to you? Did you see it lying flat, or propped up? Was it right side up or upside down? People vary in the vividness of their spontaneous mental imagery, but most people can do these tasks. Where does this happen in the brain? Figure 2.14 suggests similar brain regions are active when seeing versus imagining. Notice how well cognitive and brain findings converge in these examples. Vision involves occipital, temporal and parietal cortex, and so does ‘mental vision’ or visual imagery, under carefully controlled conditions.
8. What is inner speech and how does it relate to everyday cognition? 

Section 4.3

Most human beings go around the world talking to themselves. Simply by asking them to write down clear internal speech as soon as it occurs, a body of useful evidence has been gathered. If we include inner speech in the inner senses, we can find similarities between inner and outer articulation of words.

Mentally rehearsing numbers to ourselves may sound like a vague kind of speech. Scientists have speculated for many years that we actually speak to ourselves silently, and there has been indirect evidence for that hypothesis. It has now been supported by functional brain imaging (see Figure 2.17).

It seems that the ‘outer senses’ have corresponding ‘inner senses’, like visual imagery and internal speech (see Figure 2.18).
9. What have the cases of Clive Wearing and HM taught us about memory?

See FIGURE 2.2: 

After losing both hippocampi (plus some damage to frontal regions), Clive Wearing was still able to play piano and conduct musical pieces that he knew before the injury. However, he could not learn new episodic (conscious) events. Wearing could retain conscious experiences for perhaps ten or twenty seconds, suggesting that aspects of his immediate memory were intact. However, he was catastrophically impaired for episodic learning, i.e. for transferring conscious information into long-term episodic memory. 

Clive Wearing lives in an eternal present. For the first eight years, he spent every day in his hospital room writing in his diary, trying to recapture what he called his consciousness. Every few minutes he wrote down the time of day, followed by the exclamation, ‘I am now conscious for the first time!!’ The same routine was repeated thousands of times, filling numerous diaries. But when his wife or friends came to visit, he greeted them as if he had never seen them before: they were familiar, but not identifiable.

However, by far the most scientific studies have been conducted with a patient we know only as HM, who was first studied by Brenda Milner and Herbert Scoville (Scoville and Milner, 1957). In the 1950s, a treatment of last resort for severe, untreatable epilepsy was the surgical removal of part of the temporal lobe. In the case of HM, the two hippocampi and some surrounding regions in the middle temporal lobes were removed on both sides (Figure 2.3). Careful studies over decades showed that HM was unable to store new autobiographical episodes – defined as memories of his conscious life experiences. However, HM was able to learn new sensorimotor skills, called procedural memories. Like Clive Wearing, HM’s ability to understand of the meaning of language and of basic events was largely spared. Thus, his semantic memory – his ability to understand the meaning of things – was not seriously impaired.

While debate continues about the exact role of the hippocampus itself, there is no doubt about the significance of the hippocampal region, located in the medial temporal lobe (MTL) (Figures 2.4 and 2.5). For that reason, it has become common to refer to the ‘medial temporal lobe’ or the ‘hippocampal complex’ as a whole. 
10. What is a useful definition for working memory? For selective attention? For the different types of long-term stores? 

Answer (a). Please draw the middle column of the functional framework diagram. 

(b) The need for immediate memory. 

Section 2.5 

Immediate memory is needed even for the simplest activities. If you cannot remember the beginning of this sentence you cannot understand its ending. Because a sentence takes several seconds to read, you must be holding information for that length of time. Similarly, if your brain cannot store information from one visual fixation while scanning the rest of your visual field, you cannot put together the separate elements of the scene in front of your eyes (Figure 2.7). Finally, if you need to eat but you cannot keep your goal in mind long enough do something about it, you may end up going hungry. Research over the last fifty years supports the idea that all sensory, motor and cognitive functions require some immediate memory component. 
Selective attention is the ability to select one over other tasks or events, especially when the results of the selection process come to mind as conscious events that can be reported accurately. 

11. Can you provide an everyday example of a dual task situation? Describe some limited capacity tasks that have been used to investigate brain capacity. 

Dual-task methods are often used to study how much of our limited capacity is taken up by a task. As the cognitive demands of one task rise, the efficiency of the second task will go down correspondingly. Dual-task methods have therefore been immensely important in the development of cognitive neuroscience. 

Following are “dual-task” methods. 

TABLE 2.1. 

1 Dual-input limits. Some fifty years of research shows that people cannot consciously understand two incompatible streams of information at the same moment.

a Selective listening: receiving two streams of auditory input at the same time.

b Inattentional blindness: tracking two competing visual streams on a single screen.

c Binocular rivalry and its variants: receiving different visual input to the two eyes.

3. Ambiguous stimuli and meanings, such as the Necker cube, ambiguous words, and many other cases where input can be interpreted in more than one way.

4 Competition between different features of the same object, such as the Stroop color-naming effect (see Chapter 3).

5. Conjoined feature search: for example, searching for both color and shape in a complex display.

6. Effortful tasks compete against each other.The more difficult two tasks are perceived to be, the more they tend to interfere.There may even be an upper bound on the number of effortful tasks one can accomplish per day (Muraven and Baumeister, 2000). 

7. Response competition. Two different output plans or actions tend to compete against each other (Pashler, 1989)

12.  Provide examples of some very large brain capacities. 

Section 3.2. Some very large brain capacities

At the level of the cells, a structure like the cerebral cortex is immense – containing, by recent estimates, between 10 and 100 billion neurons. Cortical neurons are connected by vast tracts of axonal fibers, wrapped in white sheathing cells called myelin. Current estimates for the left-to-right fibers that cross through the corpus callosum – the large fiber bridge between the hemispheres is on the order of 200 million. Each of these fibers sends an electrochemical message about ten times per second, making for message traffic of about 2 billionevents per second.

Long-term memories appear to have very great capacity. They include autobiographical (episodic), procedural and semantic memory. In addition to these memory types, our brains have large perceptual memory capacities, long-lasting changes in our ability to perceive the world. For example, learning to hear musical instruments in a new song may involve new perceptual memory capacities. 

There are other long-term capacities. Humans have a vast amount of knowledge about their native language, their culture and the surrounding world. Educated speakers of English can understand some 100 000 words, and each word involves a network of associated knowledge. 

Finally, declarative knowledge is commonly defined as our ability to recall facts and beliefs. It is the things we learn in school, which can be ‘declared’ as propositions. ‘China is a large country’, ‘Whales are marine mammals’, and so on.
13. Why are some human brain capacities so limited? Describe some current views on why some capacities are narrow.

Section 3.3. Why are there such narrow capacity limits?

Why do some functions seem to be so limited in a brain with tens of billion of neurons? It isn’t just that we have a limited capacity to do things – only one mouth to speak with and two hands to hold things with. Capacity limits also operate in perception, the input system, so the limitations of hands and mouth are not the only reason. Ambiguous figures, like the famous Necker Cube, are very limited: we can only perceive one interpretation of an ambiguous stimulus at any given moment.

So the problem isn’t just the fact that we can only do one thing at a time in the motor system. And it is not that the brain lacks sheer processing capacity – its ability to store and transform information is beyond our current ability to describe. Some scientists have argued that capacity limits are due to the role of consciousness in combining numerous components of a very large brain into an integrated whole (Baars, 1988, 2002b; Edelman,1989; Llinas and Pare, 1991). Limited functions are closely associated with conscious experience, while very large capacity functions are generally unconscious (see Tables 2.1 and 2.2). However, it is not clear at this time why that should be so.

14. In psychological experiments, what are some ways to measure the capacity of working memory?

Working memory is typically assessed in several different ways. Figure 2.9 shows one way in which visual working memory may be assessed, simply by presenting visual shapes, in a series of slides over specific time periods, often measured in hundreds of milliseconds. Any stimulus may be presented and re-tested some seconds later, either asking for recall or presenting the original stimulus for recognition. Behaviorally, one can assess working memory by accuracy of recall or recognition, and by the speed of responding (reaction time). These simple but powerful methods allow for numerous variations. One popular method is delayed match to sample (DMTS), in which subjects are asked to respond when they see a match with their recent memory. This method can be used for animals and infants as well asadults.

What about brain assessment of working memory?

Figure 2.10 shows an ‘n-back task’, an important variant of the simple WM task. N-back tasks allow us to vary the degree of mental workload, a variable that has major brain effects. The concept is fiendish but simple. In any series of stimuli, your job as a subject is to remember the last one you saw – that is fairly easy. But now you are asked to remember the second word you saw before the current slide, then the third before, and so on. To do this, subjects must rehearse the last n stimuli and not confuse the n-back stimulus with the others that have to be kept in working memory.

This is subjectively harder and harder to do as n grows from one to three or four, and the brain shows consistently wider activation. For example, Figure 2.11 shows blood-oxygen changes at the bottom of the brain, using functional magnetic resonance imaging (fMRI) (see Chapter 4). The bottom of the temporal lobe contains many neurons specialized in visual object perception. In addition, it is adjacent to the medial temporal lobe, which contains the two hippocampi. Because this is a demanding executive task – the cognitive equivalent

15. Is there only one working memory? Or several? Describe evidence in support of your view.   

Section 4.4

We have used the term ‘working memory’ as if it were a single thing, but that is a hotly debated question. As we will see, there is evidence for both ‘domain specific’ and ‘non-specific’ temporary holding memories (see Chapter 8). Some researchers talk about working memories for concepts, for space, and for semantics, as well as vision

and speech. Current evidence favors a combination of the two hypotheses: there seem to be both domain-specific and non-specific working memory capacities.

16. Describe the difference between automatic and voluntary actions. What are the brain areas that are activated by these actions? 

Section 5.1. Executive effort and automaticity

A remarkable finding from brain scanning experiments is that many different tasks involving executive effort all ‘light up’ two crucial regions of the frontal brain. On the sides of the frontal lobes, this involves the dorsolateral prefrontal cortex (DL-PFC)2. Along the midline of each hemisphere, an important executive region is the front of the cingulate cortex, the anterior cingulate cortex (ACC).

These areas also show high activity in the Stroop Task, which involves a conflict between highly practiced skills like word reading, and a novel task like color naming (Duncan and Owen, 2000; Frackowiak, 2004). Voluntary actions become automatic with practice (Shiffrin and Schneider, 1977). As they do so, we also tend to lose some executive control over them (e.g. Langer and Imber, 1979). Our loss of control over highly practiced and predictable habits seems to go along with a loss of conscious access to their details (Schneider,1995). In brain scans, we see a dramatic reduction of cortical activity when a predictable voluntary action is practiced to the point of automaticity. There is evidence that routinized voluntary actions may be taken over in part by subcortical regions of the brain, notably the basal ganglia and cerebellum.

However, we should not make an all-or-none distinction between voluntary and automatic actions. Brain injuries can sometimes dissociate voluntary and

automatic control centers from each other, as happens in disorders that impair only voluntary smiles, but not spontaneous ones (see Figure 2.21). There are also brain lesions that work the other way: damage to the brainstem can cause automatic control to be disabled while voluntary control is spared.

17. How is attention related to our conscious experience?  Do we need to attend to an event for it to enter our consciousness? 

Attention is often thought to be required for conscious experiences. We can represent this hypothesis in the functional diagram (Figure 2.24). As we will see in Chapter 8, this hypothesis is not always true, but in normal life conditions, attentional selection appears to lead to conscious experiences more often than not. The role of consciousness in human cognition has become a hot research topic, and we now have a good deal of evidence that helps to clarify the issue (see Chapter 8).

